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Managing the Content Flood

Tools for handling Content Management Workflow as Dataflow

Presented by: Floyd Christofferson
Sr. Business Development Manager

Proprietary and Confidential




How to Absorb Lots of Data...?

Coping with Ever-Increasing Data Flow

il .~|

SGI PROPRIETARY 5/30/07 Slide 2 INNOVATION,



A Familiar Set of Problems

* How to deal with a rapidly growing flood of new content?

« How to link workflow to an active archive of historical content?
« How to find content within multiple tiers of storage?

 How to provide users with secure access, local or remote in a
rapid turnaround?

« How to achieve all this while keeping the costs at a minimum?
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Old Workflow -- Disjointed, Manual

Repetitive, Slow, Labor-Intensive

®
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Shared Dataflow Solves the Problem

Move more work; move less data...

QD0
VD))
) D))

»» Contentl/0  J»)» Dataflow  J»)» Digital Formats (iﬁéo Sgl
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The common theme:

Working with shared data in a
collaborative environment

®
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Virtually every major Hollywood film

IS resides on SGI platforms

in the digital workflow

®
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Hollywood Chooses SGIl Storage & Servers

TECHNICOLOR F

LASERPACIFIC
L //J RPORATION

A Kodak Company

NATIONAL
GEOGRAPHIC
CHANNEL




So why does Hollywood choose SGI?

SGI has repeatedly implemented

affordable solutions to

large-scale content management problems.

®
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“We selected SGI for
the proprietary CXFS
shared filesystem, so
that we all can work
simultaneously.”

- George Mlko, IT director, Capital FX

T
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Success Story

Reel FX
Creative
Studios

“We tried IDE and SCSI

RAID, Windows RAID, and

NAS and SAN units from
a couple of companies, but
nothing was designed the
way we work, which is
very similar to the way a
lot of facilities work. Then
we started talking to SGI
and we found that SGI
NAS 2000 was designed
the way we work.”

T Girector

feeel FX

Case Studies

Success Story

“Our technology team
selected SGI because it's
the only supercomputing
company that can provide
a robust development
environment and handle
our high-speed data
requirements.”

- Joe Malza, Preoident, EFILM

5/30/07

SGI
InfiniteStorage
Solutions

At

Pacific Title

“The CXFS API can push
the data fast enough so
that we no longer have any
bottlenecks that bog down
the data flow. We chose
CXFS because it is simply
the only file system that
can handle the speed and
the throughput we need.”

Slide 10

“The statistical advantage
that we and SGI created
with ProdNet is the
increase in speed overall.
From the time the film
is put up on the telecine
or scanner to the time
the DVD is completed,
we have basically
reduced the time-to-
market by half.”

I~ Kewin Sandere,
Chigf Te ol Officer, Media Management

ent Medic Group

Ascent Media Group Runs Speedy
and Secure with SGI Servers,
Storage and Networking

To enable cne of the world's most secure
film and TV post preduction facities
Ascent Media Group (ANG), & long-tme
customer of Silicon Graphics, selected

SGI* sarver, storage and networking tech-
nolegy as the heart of a new state-of-the-
art facility in Burbank, Cald. An incustry
eader in content creation, posi-production
and distribution of fim and television, AMG
purchased the SGI hardware and software
to deliver faster parallel processing of 4K
and other high-resoluticn formats as part
of their data-centric production network
solution, xnown as ProcNet. The salution
offers AMG's studio clients uira-sacure
methods for accommedating a large varisty
of deliverables. With content piracy esti-
mated at $3.5 billion annually, the 100,000
square-ioot building, which was gutted to
the walls, has bean rebuilt to be ons of
the most medern, most secure, all-cigita:
facilities in the world. SGI Professional
Services worked hand in hand with AMG

to design and integrate the ProdNet
system, which is dedicated to manufac-
turing, repurposing, and distributing large
media assets in huge volumes. with no
concession to bandwidth fmitations

Ascent Media Group's deliverables
nciude digral intermediates in HD, 2K
or 4K resolution for a host of Hollywood
blockbusters, post-preduction and satel-
lite delivery of television programming
as well as cigita! cinema masters, multi-
language versions for home video, DVD,
and z variety of entertainment content for

the expioding market in wirgless mobile
devices. With studio cliant
more efficient post-preduction workfiow

‘or film releases and—in another effort to
combat piracy—reduced tme-to-markst
for home video and DVD releases, AMG
searched for a partner to faciltate these
requirements. AMG chose SGI to provide
equipment ana services 25 SG! nas




What does SGl offer?

1) SGI Software:
-- Key tools to enable high-performance workflow

2) SGI Hardware:
-- Storage: a complete range of solutions
-- Servers: from small node to large

3) Deep Industry Experience & Partners

®
(intel Sg 1
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What does SGl offer?

1) SGI Software:
-- Key tools to enable high-performance workflow

®
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CXFS: True File Sharing...

4 22

) DD

Enabling Multiple
0S’s to Share
Resources

» » Traditional » > Data » » Digital
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All Operating Systems Welcome...

Each Client Views Shared Storage as Direct Attached

« All OS’s found in Media

— IRIX * Plus other OS’s less
—  Windows NT common to Media

—  Windows 2K — Solaris

—  Windows XP — AlIX

—  Windows 2003

—  Linux 32bit - HPIUX

— Linux 64bit

— Mac OSX Vit Linux 64-bit

Windows 2000
IBM AIX

Windows NT

sSG \TION
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Typical LAN-Based File Sharing...

Storage islands, bottlenecked workflow...
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SAN without CXFS...

-- Each host owns dedicated volume in shared array

-- Files must be copied for sharing @ =,
N intel) Sgl
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SAN with CXFS... True Storage Consolidation

-- Each host shares multiple volumes

-- Eliminates multiple copies of shared files @ :
N, intel) Sgl
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GRIO: Deterministic Bandwidth Management...

GRIO v.2

Guaranteed
Bandwidth
Management

) I

Enabling Multiple
0S’s to Share
Resources
» > Traditional ~ J»J»Data  » ) Digital )
inte) S gl
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Bandwidth Management with GRIO V.2

Qualified Bandwidth

< >
< > < > <« >

Explicit GRIO reservations DBA managed GRIO
non-GRIO reserve
reservations; one as per -r

per node with min option

as per -m option
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DMF: Virtualizing multiple tiers of storage as one...

GRIO v.2.

Guaranteed

Bandwidth
Management
>.).).
@
\
CXFS Data Migration [DMF
Enabling Multiple ey Keeping Storage
0S’s to Share e Costs at a Minimum
Resources

» > Traditional ~ J»»Data  » ) Digital .
@ sgi

SGI PROPRIETARY 5/30/07 Slide 20 INNOVATION

FOR RESULTS



What does DMF do?

Memory
Over-subscription

Internal Disk

External Storage

Internal Disk
- Over-subscription

Beyond Basic Hierarchical Storage Managment

@med SQ1

SGI PROPRIETARY 5/30/07 Slide 21 INNOVATION



DMF (Data Migration Facility)

-- All Users See One Consolidated Storage Environment --
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e.g. By Time, Type, etc.
®

Primary Storage NearLine Storage Tape Library
Online, High capacity, low cost, Active Archive
high-performance disk lower performance disk ) -l
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DMF Sample Customers

10 Years, 500 Customers

 GFDL (Geophysical Fluid Dynamics Lab.) - 13.5 PB

 NASA Goddard - 2.0 PB

 NASA Ames (3TB/day, 800TB + 440TB?) - 1.3 PB

* NBA Digital Media Management - 1.2 PB

« WETA Digital Ltd. (Wellington, N2) - 1.0 PB

* INA (French National Institute for Audio & Video) - 850 TB

« PSC (Pittsburgh Supercomputing Center) - 300 TB

« UCLA Lab. for Neurological Imaging - 200TB

* French Weather Forecaster (FC, SATA, Tapes) - 150 TB

« GM/EDS - 120 TB

« FNMOC (Fleet Numeric, US) - 90TB

« BMW (with shadow copy) - 42TBx2

+ SCRIPPS - 457TB

« TOTAL (Oil & Gas) - 357TB

* Queensland Parallel Supercomputer Foundation - _20TB .
me) SO
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Computational Capability & Capaci

180 Earth Systermn Model Years per Computational Day
12 Ocean Model

2° Atmosphere Model

NOAA's HPCS at GFDL
October 2006 — April 2008

Analysis Cluster

SGI Altix 1 5GHz, 2x%256 PE, 2 GB/core

SGI Onyx 3800 600 MHz, 32 PE, 1 GB/core
Dell PowerEdge 2950 3GHz, 4 PE, 4 GB/core
SGI Prism1.5GHz, 4 PE, 1 GBfcare

Computational Batch Cluster
SGI Altix 1.6GHz (1024, 2x768) PE
SGI Altix 1 5GHz (3x512, 2x256, 128) PE

Brocade Silkworm
28005 & 38003

MetaData Server (MDS) Disk SAN SAN Switches  LAN Tape SAN (Archive)
HFS &HSMS Server 234 TB SAN Disk  Brocade Silkworm Cisco Catalyst 6513 5% STK 9310 Tape Libraries
5GI Origin 3800, 600 MHz w/Dual Controllers 2800 /3800 /4100 2 x 48 Copper Ghis 21 x 10000 Drives (500 GB, 120 MB/s)
2 Nodes x (96 PE + 96 GB) 2 Ghis Fibre 2% 48 SFP Ghis 36 % 99408 Drives (200 GB, 30 MB/s)
2 Nodes ¥ (16 PE +16 GB) 2% 4 10 Ghis 250 TB nearline disk tier

Failsafe, DMF, CXFS 2 % FiSm 13.5 PB Tape Storage Capacity




Converged SAN and NAS

Data Lifecycle
Management

““““““

Primary

* Seamless integration
with near-line
capabilities provide
for unlimited data
growth

« Data migration
transparent to users
and applications

/"/\ T >

NAS

Network-Attached Storage Access

Storage
Secondary
Storage
Tape
Library
Heterogeneous single shared filesystem
nnnnnnnnnnn OJEe1V/AVE OINUCc Z£9
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Case Study: NBA

e NBA’s Problem:

— 16 games Played Simultaneously

— Each game with 9 cameras of SD and HD content
— Over 500 time-stamped logging events for each game

— All content and metadata routed to NBAE Secaucus NJ

— Editors must quickly isolate most interesting content,
produce customized packages for NBA.Com, NBA TV,
Video on Demand, Wireless handheld devices as well as
clips for rebroadcast by news and sports outlets.

« This equals 6-8 TB per week of new content

®

®
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Leveraging Legacy Gear to Advanced Workflow

g

Historical & Field | Craft Edit Stations |




Leveraging Legacy Gear to Advanced Workflow

Live Game Capture Sgl
Storage Environment

Legacy Editors
-
-
o
-

1.2
Petabyte
Data
Library

NBA
Master
DataBase

SNELL & WILCOX - iCR System
Pre-Processing & Ingest

Logging
MetaData
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Historical & Field | Craft Edit Stations l
Content Ingest
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Isolating Time and Space...

02:20:00 04:20:00 06:20:00 08:20:00 10:20:00 12:20:00

00:20:00
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Isolating Time and Space...
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Isolating Time and Space...

Place

R

10:20:00 12:20:00

06:20:00 08:20:00

t .
Ti re Sgl
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Isolating Time and Space...
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Parsing Content as a Data Stream

Available Camera Streams for a Particular Time and Place....
Timeline
e
00:20:00 02:20:00 04:20:00 06:20:00 08:20:00 10:20:00 12:20:00
# .
-_1 ®
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PARTNERS | CONTACT | PLAYLIST | SEARCH FOOTAGE | LOGIN

Use Keywords, Clip ID#, Concepts, Categories, etc.

Keyword Clip ID #

Original Capture Method

“»
“»

Camera Speed

ar
“»

Category Concept

a»
“»

Era Location

| CLEAR | GO |

WHAT WE DO WWW.NGDIGITALMOTION.COM GO TO INFLIGHT PROGRAMMING
US: 877 730 2022 UK: (44) 207 734 9159 © 2006 . All Rights Reserved.



SEARCH ALL RIGHTS MANAGED CLIPS

#iContemporary

Vigeo

ik ks MArchival

Search Results 46 clips founc for: Vigeo

Active Clipbin  Default Clipgin % |

_C318-073

Duration -00:
B4 View Clip
[J Add To Clipbin

€275-045

B View Clip
[J Add To Clipbin

Duration 00:00
4 View Clip
[J Add To Clipbin

.
Duration -00:0-1
B View Clip
[ Add To Clipbin

C275-044

N\

Duration 00:00
B View Clip
[J Add To Clipbin

€263-031

Duration 00:00
B4 View Clip
[J Add To Clipbin

MB&wW
WiColor

#Real Time
#MTime Lapse

|

Duration 00:07
< View Clip
[J Add To Clipbin

C275-043
o =

i

' =
Duration 00:00
4 View Clip

[J Add To Clipbin

C263-030_

Duration 00:00
B View Clip
[J Add To Clipbin

#Slow Motion

eV

4

F N
Duration 00:00
B View Clip
[J Add To Clipbin

C275-042

Duration 00:00
B4 View Clip
[J Add To Clipbin

C263-015

Duration 00:00
B View Clip
[J Add To Clipbin

_Fully released without restrictions

Clips per page: [28] 56 B4 112

(1] 2

C275-046

4 View Clip
[J Add To Clipbin

Duration 00:00
B View Clip
[J Add To Clipbin

C263- 007

/. Sl

Duration 00:00
4 View Clip
[J Add To Clipbin



What does SGl offer?

2) SGI Hardware:
-- Storage: a complete range of solutions
-- Servers: from small node to large

®
(intel Sg 1
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SGIl R&D focuses on key problems

* Increased density, decreased power
— Focusing on reducing Data Center costs while increasing capacity...

« Seamless scalability to suit the workflow & budget
— Not all problems are the same size...

* Engineering affordable solutions
— Competitive pricing
— Reducing total cost of operation
— Integration with key partners

intel) Sgl
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SGI InfiniteStorage: Different tools for different tasks

Multi-purpose RAID Systems

MMMMMMMM

| :MMMMMQIMO

=
1S-4500 Gl
* Max performance -

* 4Gb FCoriIB
* Enterprise S/W
 FC RAID / SATA

; 0000000000000000
00s0000000000000

MMHMMMQIM‘O

:MMMNM“’M‘O’

annnnnunihhn.

MMMMINOAEE-

; MMMMMMMII

2080000000008000
1800008808080
1119944400
2000000000000 04 0
ainnnminihhh

MMHMINMMG{

QMMMMIQ‘QIQLIV“I‘

MMMM‘GI“IQZI‘DM-

1S-4000

* 4Gb Fibre Channel

« Ultimate
Price/Performance

« FC RAID / SATA

Streaming Real-time RAID

1IS-6700

* Multiple high
resolution
streaming

* Isochronous

) 5 e ) ) S S SR G 51 12
R0 B0 0O 000 B0 B0 SR eeA teR B

R R B0 B B0 B050 £ 0S0 6O Bt

Ultra-dense
RAID

1S-10000

+ Ultra-high density

4 - Tape complement or
replacement

* One rack — 240 - 360 TB

Low Cost SATA RAID

IS-350

* 4 Gb connectivity
» 500GB SATA drives

Entry level RAID

1S-220

+ 4 Gb FC/SAS
+ 2-48 drives

1S-120 JBOD

+ Easy to deploy modular scalability




SGI Eliminates NAS Bottleneck:

Traditional NAS Growth

Add appliances to

Network-Attached Grow
Storage (NAS)

e

' 2

Bottleneck!
—>

00000

00000

lllllllll
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High Bandwidth : NAS v

Scalability & NFS-RDMA Read : 0.8 GB/s
Write : 0.5 GB/s

Network-Attached
Storage (NAS)

®
intel) Sg 1
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InfiniteStorage Appliance Manager

Summary

SGl InfiniteStorage Appliance Manager (sgisan)

Monitoring

Management

» Summary

There

There are curre:

Uptime

are 4801 unacknowdedged Alens!

0 Gieg 177853 G618
ace S0 M 18162 618
Pp 159691 GiB
W

0.0 MiB/s

0.00 18/

ntly 4 NFS clients
0 CIFS clients

Disk Throughput W 7.09 Mig/s
W 13.6 me/s
W 1.97 me/s  Higl

W 3.95 mie/s

2012, 5 users, load average: 1.25,1.79,1.79

30.6 MiB/s

6.38 MiB/e

SGl InfiniteStorage Appliance Manager (sgisan)

Setup Wizard

N Configure System

Introduction
System Model
Passwords

Network Interface
DNS

Time and Date
Verify Configuration
Finished

System Restart

Configure the Management network interface.

Hostname:
Use DHCP:
IP address: | 134.14.54.126
Netmask: 255.255.255.0 |

Default gateway:

Note: Configuring the M:

sgisan.melbourne.sgi.com

134.14.54.1

(e.g. server.example.com)

(e.g. 192.168.0.2)
(e.g. 255.255.255.0)
(e.g. 192.168.0.1)

Appliance Manager will be accessed through the Management interface once the Setup Wizard is complete.

ly may render the system inaccessible from the network.

finiteStorage Appliance Manager (sgisan)

SGI PROPRIETARY

I0PS

Operations

by Type

Summary

Monitoring

Management

Site Map

About

0.00 HiB/s

acess -

cosnit
fsinfo =

getattr

lockd

lockd_ granted
lockd_share
lookup

read

resddir
ressdirplus
resove

setattr =

write s
wite_sync

xattr =

1

1

==
=
—
1

6.

» Monitoring p Services p NFS p Export /mnt/data

Hig/s Key

nie/s History
/s M Read
W ve
397 op/s voP
o (B
f  0.00667 cp/s ce
105 140 61.8
Read 5%
Block 0
Sizes
(KiB)
L) T
4 8 16 R 64 D84
123
@2
Wiite >
Block 62
Sizes
(KiB) n
T ' °
4 8 16 R 64 D64
180
135
%
-

Easy to read all-in-
one graphical GUI

Real time status on
performance,
resource utilization
and system alert

Standard features
include trending
analysis for
proactive
management

intel.
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SGIl Servers: Sized to fit the task

Large Midrange SMP/ Small-node
SMP Workflow Cluster Workflow Cluster Workflow

SGI® Altix® XE
Clusters & Servers

[
[
l
1 SGI® Altix® 4700 Altix 350 & 450

Intel Itanium based Intel Xeon based




Choice of server to fit your data strategy

Altix — Shared System Image Altix XE — Scalable Clusters

Perfect for Big Node Problems The Solution for Small Node Problems
Global shared memory Mem Mem Mem Mem —>» Mem
Operating System (0153 (0153 (0153 (015 —_— (015
B I 1 1] Bd
» All nodes operate on one large shared « Each system has own memory and OS

memory space . .
ysp  Nodes communicate over commodity

» Eliminates data passing between nodes interconnect

» Big data sets fit in memory » Price performance
* Less memory per node required * Initial lower cost

* High Performance for Large Node * Heterogeneity

* Node autonomy

*I Intel Itanium based —| Intel Xeon based
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Server Roadmap

c 1

7 CY 2006

2

= Big

> Nodes Altix 4700 Future

'c to 512S nodes SHub2

© Montecito Montvale

= TB-PB GAM 1.5TB/Rack

—_ (0.8TF,51GF/W)

Q

whd

£

- Carlsbad

) DPR Optimized

2 Clovertown
5TF/Rack 136GF/W (32GB GAM)

2| Clusters -

o 10sGB GAM  Altix XE

X 210 /240 / 310

[ Woodcrest Clovertown

=

@ sgi
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SGI Altix 4700 and 450

Next-wave Supercomputing, Today. ..

- Tera-scale made easy
« Scales to 1024 cores, memory address to over 100TB

- Versatility to handle any demanding workload
« Scale compute, memory-only, I/O as needed
- Unmatched MPI efficiency

- Excellent power and space efficiency

- Bring on the next wave of supercomputing
- Next-generation component blade architecture
* Proven solution for heterogeneous computing

“....the Altix 4000 is capable of tailoring hardware to
application needs rather than being a static powerhouse....” IDM, 2006

“....SGI’s blade-based design foreshadows the future of HPC...” LinuxHPC.org, 2005

SGI PROPRI




Plug & Solve Versatility

Innovative Backplane That Enables True Expansion Without Limitations:
Each Empty Blade Slot is ‘Ready’ to Accept Blades, Just Plug Blades in to Activate

Individual Rack Unit
(IRU) (Chassis -

Single wide Blade
up to 10 per
Chassis

Fits in Rack)

N+1 Redundant
power supplies

Double wide
Blade up to 2 per
Chassis

SGI PROPRIETARY

NumalLink Port To
Connect IRUs
Together at
13 Gbytes/Sec

— === v - : : . o
(intel. S g 1
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Independent Scaling for Unlimited Possibilities

- Upto 39

I/0O Slots
per Rack

« PCl-x

and/or
PCI-
Express

« Graphics

Expansion

- Upto 1.6

Byte/flop
(Madison
oM)

« 1 Compute

Socket Per
Blade

+ Upto 39

Sockets/
Rack

|

SGI PROPRIETARY

Altix 4700:

9" Independent

Scalability

SEEse=Et

Slide 47

- Upto78

Sockets/
Rack

*  Minimum of

8 Sockets/
System

+ Altix 4700

Scalesin 4
Socket
Increments

- 8 RASC

RC100
Blades/
Rack

« 2FPGAs

per Blade

+ Larger

Custom
Configs

+ 1.8TByte/

Rack (4GB
DIMMSs)

¢ Minimum of

8 Sockets
in Any
System



Server Roadmap

Intel Itanium based

Intel Xeon based

CY 2006 2007 2008 2009
Nodes Altix 4700 Future
to 512S nodes SI\H/IUbZ _
ToPBGAM  Moniscto Montale
(0.8TF,51GF/W)

Carlsbad
DPR Optimized

Clovertown
5TF/Rack 136GF/W (32GB GAM)

Clusters
2S nodes

10sGB GAM  Altix XE

210/240/ 310
Woodcrest Clovertown

@ sgi
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Trend: Advanced Density, Reduced Power

SGI Altix XE
The x86-64 Line

| Greater Density
- — / - — / Power Efficiency

High-speed
Interconnect

Altix XE210 g AIIXXE310 o

1U = 2-8 cores 1U = 4-16 cores

SGI PROPRIETARY 5/30/07 Slide 49 e



SGI Altix XE 210 & 240

- Specs:
— Woodcrest
— 4 Flops/core (2add + 2mult)
— 1333 MHz FSB
— 10.6 GB/s memory b/w per socket (2 cores)

- Fully integrated & tested clusters
- Modular Systems Management (RAS)

- Industry standard Linux:

— SUSE® Linux® Enterprise Server
— Red Hat Enterprise Linux®

- Available with Windows

\/////////,/ ////////

L T T
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The Next Wave: SGI Altix XE310

* High density cluster compute node
— Extremely power efficient
— Reduce floor space
— Fewer components, increased reliability

* Innovative new design packs 16 cores in 1U (2
x 2-socket motherboard)

* Integrated Infiniband and GigE interconnect
for increased flexibility

4 x 1U Opteron System = 16 cores 1 x 1U Altix XE 310 = 16 cores

4X Density
mewv 9 g &
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Shared Dataflow Solves the Problem

Move more work; move less data...
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Thank You!

© 2007 SGI. All rights reserved. SGI, Altix and the SGI logo are registered trademarks and Innovation for Results is a trademarks of SGI in the
U.S. and/or other countries worldwide. All other trademarks mentioned herein are the property of their respective owners.
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